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GALAHAD LANCELOT _simple

USER DOCUMENTATION GALAHAD Optimization Library version 5

1 SUMMARY

LANCELOT_si npl e is a Fortran module for minimizing an objective function,ewé the minimization variables are
required to satisfy a set of auxiliary, possibly nonlineamstraints. Bounds on the variables and known values may
be specified. The module povides access to a single subeootifiedLANCELOT _si npl e, which in turn provides a
very simple calling sequence for the much more powerful LANOT B pcakage. Its simplicity results from the fact
that LANCELOT.simple completely ignores partial separability and spagructure, limits the forms under which
the problem can be presented to the solver and only allowa Very restricted choice of algorithmic parameters. Itis
therefore of interest mostly for small-dimensional prabéefor which ease of interface matters more than numerical
performance.

1.1 A brief introduction to terminology and scope

We consider the nonlinear minimization problem given by

min f(x),

xeR"

possibly subject to constraints of the one or more of the form

| <x<u,

Ce(x) =0,
ci(x) <0,

wheref : R" — R, ¢ : R" — IR™ andg¢; : R" — RY are twice-continuously differentiable functions, and are
vectors of IR whose components are allowed to be arbitrarily large in labsealue.

The inequality constraints are first internally reformathas equalities by the introduction of (non-negative)slac
variables. This defines the s€tof all (original and reformulated) equality constraintshelmethod used to solve
this reformulated problem is iterative and features twelgwf iteration. In the outer level, a composite functidwe t
augmented Lagrangian merit function,

Pyl = 10+ 3 Y600+ 5 3 (600 (L.1)
ieC ieC

is formulated, wherequ is known as the penalty parametgrjs a vector of Lagrange multiplier estimates and
now ranges over all (original and reformulated) equalitpstoaints. Each outer iteration requires the approximate
minimization of this merit function within the feasible bdwr given values ofi andy.

The required approximate minimization for fixadandy is carried out using a series of inner iterations. At each
inner iteration, a quadratic model of the merit function @structed. An approximation to the minimizer of this
model within a trust-region is calculated. The trust regi®a “box” of specified radius, centered at the current best
estimate of the minimizer. If there is an accurate agreetnefeen the model and the true objective function at the
new approximation to the minimizer, this approximationdr@es the new best estimate. Otherwise, the radius of the
trust region is reduced and a new approximate minimizersodde algorithm also allows the trust-region radius to
increase when necessary. The minimization of the modetifumés carried out by using an iterative approach.
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The approximate minimization of the model is performed in stages. In the first, a so-called generalized Cauchy
point is determined by approximately minimizing the modéhin the intersection of the feasible box and the trust-
region along a scaled steepest descent direction. Havikeg this step, the model is further reduced by solving one
or more quadratic minimization problems in which any coaistis activated at the Cauchy point remain so. The
latter computation is essentially equivalent to the solutif a sequence of linear systems, and is performed using an
iterative (preconditioned conjugate gradient) method.

After an appropriate approximation to the minimizer of therinfunction is obtained, and if there are general
constraintsp andy are adjusted to ensure convergence of the outer iteratithve teequired solution of the constrained
minimization problem.

ATTRIBUTES — Versions: LANCELOT _si npl e_doubl e, Uses:LANCELQT. Date: November 20070rigin: N. I. M.
Gould, Oxford University and Rutherford Appleton Laborgtdngland, D. Orban, Ecole Polytechnique, Montréal,
Canada, and Ph. L. Toint, University of Namur - FUNDP, BefgiuLanguage: Fortran 95 + TR 15581 or For-
tran 2003.

2 HOW TO USE THE PACKAGE

2.1 Calling sequences
Access to the package requiredSk statement such as

Single precision version
USE LANCELOT_si npl e_singl e

Double precision version
USE LANCELOT_si npl e_doubl e

If it is required to use both modules at the same time, theaitloreL ANCELOT _si npl e (Section 2.2) must be renamed
on one of thaJSE statements.

2.2 Argument lists and calling sequences

The minimization subroutineANCELOT _si npl e is called as follows:

CALL LANCELOT simple( n, X, fx, exit_code [, MY_FUN] [, M_GRAD] [, MW _HESS] &
[,BL] [,BU [,VNAMES] [, CNAMES] &
[,neq] [,nin] [,CX] [,Y] [,iters] [, maxit] &
[,gradtol] [,feastol] [,print_level] )
where
n is a scalar variable of type defallNTECER, that holds the number of optimization variablasyhich must all

be set on entry. It will thereafter be unaltered.

X is a rank-one array of dimensionand type defaulREAL (double precision in ANCELOT _si npl e_doubl e), that
holds the current values of the minimization variablesQn input, it must contain the values of the variables
corresponding to the minimization starting point. On otitfitcontains the best point found by the routine.

fx is a scalar variable of type defal¥AL (double precision il ANCELOT _si npl e_doubl e), that holds on output the
value of the objective functiof at X.

exit _code is a scalar variable of type defallNTEGER, that holds on output the final status for the minimization, a
value 0 indicating success. Other values are described/fsée Section 2.4).
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MY_FUN is anOPTI ONAL variable whose value is the name of a user-supplied sulbuthose purpose is to compute
objective function and constraint values. See SectionlZ@. details. IfMY_FUN is present the subroutine
associated with the variable must be decld$EERNAL in the calling program. If this argument is not present
on input, a user-supplied subroutine narkEN will be assumed, and it will also be assumed that the devizsti
of the functions described by the FUN subroutine are unalvksl

MY_GRAD is anOPTI ONAL variable whose value is the name of a user-supplied sulewuthose purpose is to compute
the first derivatives of the objective function and consitsi See Section 2.3.2 for detailsMf_GRAD is present
the subroutine associated with the variable must be detEBfEERNAL in the calling program. If the argument
is not present, first derivatives will be estimated by finiféedences.

MY_HESS is anOPTI ONAL variable whose value is the name of a user-supplied sulwuthose purpose is to compute
the second derivatives of the objective function and caimds. See Section 2.3.3 for details. Mf_HESS is
present the subroutine associated with the variable mudeblaredEXTERNAL in the calling program. If the
argument is not present, orNfr_GRAD is not present, second derivatives will be estimated byrgadoamulae.

BL is anOPTI ONAL rank-one array of dimensiomand type defaulREAL (double precision il ANCELOT _si npl e_-
doubl e), whosei-th entry may be set to the value of the lower boljnsh thei-th variable. If thei-th variable
has no lower boundL(i) should be set to a large negative number. It is not alteretidydutine.

BU is anOPTI ONAL rank-one array of dimensiomand type defaulREAL (double precision il ANCELOT_si npl e_-
doubl e), whosei-th entry may be set to the value of the upper bounah thei-th variable. If the-th variable
has no upper boun@|J)(i) should be set to a large positive number. It is not alteredhbydutine.

CNAMES is anCPTI ONAL rank-one array of dimensiareq + nin and type defaulEHARACTER and length 10, whose
i-th entry contains (on input) the “name” of tieh equality constraint for = 1, ..., neq and of theith
inequality constraint for = neq+l, ..., neg+nin. Itis not altered by the routine.

VNAMES is anOPTI ONAL rank-one array of dimensianand type defaulCHARACTER and length 10, whosgth entry
contains (on input) the “name” of thieth variable. It is not altered by the routine.

neq is anOPTI ONAL scalar variable of type defadlNTECER, that holds the number of equality constraints. If not
present on input, it is assumed that there are no inequalitgtcaint:ieq = 0). It is not altered by the routine.

nin is anOPTI ONAL scalar variable of type defalINTEGER, that holds the number of inequality constraints. If not
present on input, it is assumed that there are no inequalitgtcaintii n = 0). It is not altered by the routine.

CX is anOPTI ONAL rank-one array of dimensiareq + ni n and type defaulREAL (double precision il ANCELOT-
_si npl e_doubl e), whosei-th component holds on output the current estimates of theesaof the equality
constraintsi( = 1, ..., neq), and of the inequality constraints & negq+1, ..., neg+nin).

Y is an OPTI ONAL rank-one array of dimensiomeqg+ni n and type defaulREAL (double precision inLANCELOT-
_si npl e_doubl e), whosei-th component holds on output the current estimates of tiggdreye multipliersy,
forthe equality constraints (= 1, ..., neq), and forthe inequality constrainis = neq+1, ..., neg+nin).

i ters isanOPTI ONAL scalar variable of type defadINTEGER, that gives on output the number of iterations that have
been performed since the start of the minimization.

maxi t is anOPTI ONAL scalar variable of type defadlNTEGER, that holds the maximum number of iterations which
will be allowed in the solver. The defaultisxit = 1000.

gradtol is anOPTI ONAL scalar variable of type defal®EAL (double precision il ANCELOT _si npl e_doubl e), that
is used to specify on input the maximum permitted (infinitgym of the projected gradient of the Lagrangian
function (see Section 4) at the estimate of the solution Bbukhe default igyr adt ol = 1075, It is not altered
by the routine.
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feastol is anOPTI ONAL scalar variable of type defal®EAL (double precision i ANCELOT_si npl e_doubl e), that
is used to specify on input the maximum permitted violatioreésured in infinity norm) of the constraints at
the estimate of the solution sought. The defaultégst ol = 107°.

print_l evel isanOPTI ONAL scalar variable of type defaulNTEGER, that is used to control on input the amount of
informational output which is required. No informationatput will occur ifprint _| evel <O. Ifprint _| evel
=1, a single line of output will be produced for each iteratidthe process, while additionallyf i nt _I evel
= 2 a summary of the inner iteration will be givenplfi nt _| evel > 3, this output will be increased to provide
significant detail of each iteration. The defaulpis nt _| evel = 1.

2.3 Function and derivative values
2.3.1 Evaluating problem functions

LANCELOT _si npl e requires that the user provides a subroutine, with presdribpgument lists, that accept input values
(x), and provide as outpuit(x)) or ¢i(x) (i € C). This default routine name BUN and it must have the following
argument list:

SUBROUTINE FUN ( X, fx [,i] )

where

X is a rank-one NTENT( | N) array argument of dimensianand type defaulREAL (double precision il ANCELOT-
_si npl e_doubl e), that contains the values ®fat which the subroutine is required to evaluate the valugiseof
objective or constraint functions.

fx is arank-oné NTENT( OUT) scalar argument of type defai®EAL (double precision il ANCELOT _si npl e_doubl e),
that contains the value of the relevant function evaluated a

i is anOPTI ONAL scalarl NTENT(I N) argument of type defaultNTEGER, that, if present, specifies the index of the
constraint function to be evaluated € 1, ..., neg+nin). The values of between 1 andeq correspond
to equality constraints, those betwemag+1 andneg+ni n to inequality constraints. If is not present, this
indicates that the value of the objective function must eated.

The name of the function evaluation routine may be modifiedhieyuser by specifyingy_FUN to a value different
from FUNin the calling sequence, but the argument list of the astmt®ubroutine must be identical to that described
above. Specifying®/_FUN = FUN is redundant in the calling sequence if the name of the fanatvaluation routine

is FUN (but this explicit identification is nevertheless recomuhemfor clarity).

2.3.2 Evaluating the first derivatives of problem functions

If the first derivatives of the problem functions are avd#ahvhich is indicated by the specification of t&eTl ONAL
argumentW_GRAD, they must be available for the objective function and alstoaints. LANCELOT _si npl e then
requires that the user provide a subroutine, with a presdrilsgument list, that accepts input valges and returns
as outputly f (x), OxCe(X) or OxCi(X). This routine is specified by setting the value of @&| ONAL argumenit_GRAD.

If one useswW_GRAD = GRADin the call toLANCELOT _si npl e, theGRAD routine must have the following argument list:

SUBROUTINE GRAD ( X, G[,i] )
where

X is a rank-oné NTENT( | N) array argument of dimensianand type defaulREAL (double precision it ANCELOT-
_si npl e_doubl e), that contains the values &fat which the subroutine is required to evaluate the gradiént
the objective or constraint function.
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G is a rank-oné NTENT( QUT) array argument of dimensianand type defaulREAL (double precision il ANCELOT-
_si npl e_doubl e), that contains the value of the relevant gradient evatLate.

i is anOPTI ONAL scalarl NTENT(1 N) argument of type defaultNTEGER, that, if present, specifies the index of the
constraint function whose gradient must be evaluated (1, ..., neg+nin). The values of between 1 and
neq correspond to equality constraints, those betwegrtl andneg+ni n to inequality constraints. If is not
present, this indicates that the gradient of the objectimetion must be evaluated.

2.3.3 Evaluating the second derivatives of problem functios

If the second derivatives of the problem functions are atéédl, which is indicated by the specification of @RI ONAL
argumentESS, they must be available for the objective function and afistaaints. Moreover, first derivatives must
also be available for all problem functions, and must beifipe@s indicated in Section 2.3.RANCELOT_si npl e then
requires that the user provide a subroutine, with a presdridsgument list, that accepts input val@es and returns
as outputy f (X), OxxCe(X) Or OxxCi(X). This routine is specified by setting the value of ©RF| ONAL argument
MY_HESS. If one usedW_HESS = HESS in the call toLANCELOT _si npl e, the HESS routine must have the following
argument list:

SUBROUTINE HESS ( X, H[,i] )
where

X is a rank-oné NTENT(I N) array argument of dimensianand type defaulREAL (double precision il ANCELOT-
_si npl e_doubl e), that contains the value afat which the subroutine is required to evaluate the Hesdi#treo
objective or constraint function.

H is a rank-ond NTENT( QUT) array argument of dimensiarf (n+1) /2 and type defaulREAL (double precision in
LANCELOT _si npl e_doubl e), that contains the value of the relevant Hessian evaluatt@d Only the “upper
triangular” part of the required Hessians should be spec@fiidumnwise. In other words, the component of the
Hessian with respect to variablpsand j, with p < j, must be placed i j*(j-1)/2 + p ).

i is anOPTI ONAL scalarl NTENT(1 N) argument of type defaultNTEGER, that, if present, specifies the index of the
constraint function whose Hessian must be evaluated (L, ..., neg+nin). The values of between 1 and
neq correspond to equality constraints, those betwesgrtl andneg+ni n to inequality constraints. If is not
present, this indicates that the Hessian of the objectimetion must be evaluated.

2.4 Warning and error messages

If exit _code is positive on return from the solver, an error has been tldled he user should correct the error and
restart the minimization. Possible valuesgit _code and their consequences are:

exit_code =1. More thannaxit iterations have been performed. This is often a symptom adriectly pro-
grammed derivatives or of the preconditioner used beingfficiently effective. Recheck the derivatives. Oth-
erwise, increaseaxi t and re-enter lanb at the best point found so far.

exit_code =2. The trust-region radius has become too small. This is ofteyngtom of incorrectly programmed
derivatives or of requesting more accuracy in the projegtadient than is reasonable on the user’'s machine. If
the projected gradient is small, the minimization has pbbpsucceeded. Otherwise, recheck the derivatives.

exit_code = 3. The step taken during the current iteration is so small tleatlifference will be observed in the
function values. This sometimes occurs when too much acgisaequired of the final gradient. If the projected
gradient is small, the minimization has probably succeeded
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exit_code = 8. The problem does not appear to have a feasible solution.kGheconstraints and try starting with
a different initial value foix.

exit _code = 15. The problem dimensiomis nonpositive. Ensure that > 0.

exit_code =19. One or both of the numbers of constrainég) or ni n is negative. Ensure that botleq > 0 and
nin > 0.

2.5 Information printed

The user is able to control the amount of intermediate printierformed in the course of the minimization. Printing
is under the control of the paramepeii nt _| evel and output is sent to I/O unit number number 6. Possible gatfie
print _| evel and the levels of output produced are as follows.

print_|evel <0. No printing, except warning messages, will be performed.

print_l evel > 1. Details of the minimization function will be output. Thisdludes the number of variables, and
additional information on the internal data structureshefsolver.

If the current iterate provides an acceptable estimateeoffitimimizer of the augmented Lagrangian function,
the two-norm of the general constraints and the currenevafthe penalty parameter are given.

print_level =1. A simple one-line description of each iteration is given.sTincludes the iteration number, the
number of derivative evaluations that have been made, theauof conjugate-gradient iterations that have
been performed, the current value of the augmented Lagaarfgnction, the (two-) norm of the projected
gradient, the ratigp of actual to predicted decrease in the augmented Lagrafigiation value, the current
trust-region radius, the norm of the step taken, an indicadf how the direct or iterative method ended, the
number of variables which lie away from their bounds and thal time spent on the minimization.

print _|evel =2. Inaddition to the information output withr i nt _| evel = 1, a short description of the approxi-
mate solution to the inner-iteration linear system is givgefore a successfugXi t _code = 0) exit, details of
the estimate of the minimizer and the gradient of the augetelhagrangian function are given.

print_level =3. Alistofthe currentiteration number, the value of the augted Lagrangian function, the number
of derivative evaluations that have been made, the (twahrwd the projected gradient, the number of conjugate
gradients iterations that have been performed and the rdumest-region radius are given, followed by the
current estimate of the minimizer. The values of the reductn the model of the augmented Lagrangian
function and the actual reduction in this function, togethih their ratio, are also given. Before a successful
(exit _code = 0) exit, details of the estimate of the minimizer and the geatibf the augmented Lagrangian
function are given.

If the current iterate also provides an acceptable estimftbe minimizer of the augmented Lagrangian
function, values of the general constraints and estimdtésed agrange multipliers are also given.

print_level =4. In addition to the information output witpri nt _| evel = 3, the gradient of the augmented La-
grangian function at the current estimate of the minimigegiven. Full details of the approximate solution to
the inner-iteration linear system are also given. Thisllef’eutput is intended as a debugging aid for the expert
only.

print_|evel =5. Inadditionto the information outputwittri nt _| evel = 4, the diagonal elements of the second
derivative approximation are given.

print_level >6. In addition to the information output witpri nt _| evel = 5, the second derivative approxima-
tions to each problem function are given.
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3 GENERAL INFORMATION

Use of common: None.
Workspace: Provided automatically by the module.

Other routines called directly: The user must provide an exterrid_FUN subroutine (see Section 2.3.1), and op-
tionally may provide externdly_GRAD (see Section 2.3.2) aldf_HESS (see Section 2.3.3) subroutines.

Other modules used directly: LANCELOT.
Input/output: No input; output on device number 6. Output is provided urnidercontrol ofpri nt _| evel .
Restrictions: n > 0,neq > 0,nin > 0.

Portability: 1SO Fortran 95 + TR 15581 or Fortran 2003. The package isdhsage.

4 METHOD

The basic method implemented witHiANCELOT _si npl e and LANCELOT B is described in detail by Conn, Gould
and Toint (1991). The method used to solve the inner itanagidbproblem is described by Conn, Gould and Toint
(1988b). Also see Chapter 3 of thaNCELOT A manual.

The Lagrangian function associated with the objective fioncand the general constraints is the composite func-
tion

Lx,y) = f(x)+ 3 vici(x
ieC

The scalary; are known as Lagrange multiplier estimates. At a solutioto the constrained minimization problem,
there are Lagrange multiplieys for which the components of the gradient of the Lagrangiaetiono(x*,y*) /0% =
0 whenever the corresponding variakidies strictly between its lower and upper bounds.

The augmented Lagrangian function is the composite functio

PXy, W) = o Z G (4.1)
|EC
wherep is known as the penalty parameter. An inner iteration is usefthd an approximate minimizer of (4.1)
within the feasible box for fixed values of the penalty partenand Lagrange multiplier estimates. The outer iter-
ation of LANCELOT _si npl e automatically adjusts the penalty parameter and Lagrangtpiier estimates to ensure
convergence of these approximate minimizers to a solutidimeoconstrained optimization problem.

In the inner iteration, a step from the current estimate efdblution is determined using a trust-region approach.
That is, a quadratic model of the augmented Lagrangianifumct approximately minimized within the intersection
of the constraint “box” and another convex region, the tregiion. This minimization is carried out in two stages.
Firstly, the so-called generalized Cauchy point for thedyatic subproblem is found. (The purpose of this point is to
ensure that the algorithm converges and that the set of lsouhigh are satisfied as equations at the solution is rapidly
identified.) Thereafter an improvement to the quadratic @hdsl sought using either a direct-matrix or truncated
conjugate-gradient algorithm. The trust-region size @eéased if the reduction obtained in the objective funcison
reasonable when compared with the reduction predictedédoyntbdel and reduced otherwise.

The strategy for treating bound constraints is based on sbalwprojection and is described in detail in Conn,
Gould and Toint (1988a).

References:
The basic method is described in detail in
A. R. Conn, N. I. M. Gould and Ph. L. Toint (1992). LANCELOQOT. Artran package for large-scale nonlinear
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optimization (release A). Soringer Verlag Series in Corapjahal Mathematics 17, Berlin,
and details of its computational performance may be found in

A. R. Conn, N. I. M. Gould and Ph. L. Toint (1996). Numericapeximents with th& ANCELOT package (Release
A) for large-scale nonlinear optimization Mathematicabghamming/3 73-110.

Convergence properties of the method are described in

A. R. Conn, N. I. M. Gould and Ph. L. Toint (1991). A Globally @eergent Augmented Lagrangian Algorithm for
Optimization with General Constraints and Simple BoundaNMsJournal on Numerical Analysi&8 545-572,

and

A. R. Conn, N. I. M. Gould and Ph. L. Toint (1988a). Global ceryence of a class of trust region algorithms for
optimization with simple bounds. SIAM Journal on Numeridalalysis25 433-460,

while details of the inner iteration are provided by

A. R. Conn, N. I. M. Gould and Ph. L. Toint (1988b). Testing asd of methods for solving minimization problems
with simple bounds on the variables. Mathematics of Contmut&0 399-430.

Many of the newer issues are discussed by
A. R. Conn, N. I. M. Gould and Ph. L. Toint (2000). Trust RegMethods. SIAM, Philadelphia.
An easy-to-read introduction toANCELOT _si npl e is provided in

N. I. M. Gould, D. Orban and Ph. L. Toint (2007). LANCELGsIimple, a simple interface to LANCELOT B. Report
07/12, Department of Mathematics, University of Namur-AMH® Namur, Belgium.

5 EXAMPLE OF USE

We now consider the small example problem

min f (x1, x2) = 100(x; — X3)? + (1—x1)?,
1,42

subject to the constraints

0 < x,
X1+3x—-3 = 0,
XX+x5—4 < 0.

A simple Fortran program to use the interface on this probtegiven as follows.

PROGRAM RUN_LANCELQT_si npl e
USE LANCELOT_si npl e_doubl e

| MPLI CI' T NONE

I NTEGER, PARAMETER :: wp = KIND( 1.0D+0 ) ! set precision

REAL ( KIND = wp ), PARAMETER :: infinity = 10.0 wp ** 20

INTEGER :: n, neq, nin, iters, maxit, print_level, exit_code

REAL ( KIND = wp ) :: gradtol, feastol, fx

CHARACTER ( LEN = 10 ), ALLOCATABLE, DI MENSION(:) :: VNAMES, CNAMES
REAL ( KIND = wp ), ALLOCATABLE, DIMENSION(:) :: BL, BU X CX Y
EXTERNAL :: FUN, GRAD, HESS

' THE TEST PROBLEM DI MENSI ONS (user defi ned)
2 ! nunber of variables

1 ! nunber of equality constraints, excluding fixed variables
1 ! nunmber of inequality (<= 0) constraints, excluding bounds

n
neq
nin

I allocate space for problem defining vectors
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ALLOCATE( X( n ), BL{ n), BU n), CX( neg+nin ), Y( neg+nin ) )
ALLOCATE( VNAMES( n ), CNAMES( neg+nin ) )

I starting point

X(1) =-1.2 w I starting point (conponentw se)
X(2) = 1.0_w

!

I bounds on the variabl es

!
BL(1) = 0.0 _wp ' 1 ower bounds (conponentw se)
BL(2) = -infinity
BU 1) = infinity I upper bounds (conponentw se)
BU(2) = 3.0_wp

!

' names

!
VNAMES(1) = ' xI I variabl es
VNAMES 2; = 'x2'
CNAMES(1) = "Equality’ I equality constraints
CNAMES(2) = 'lnequality’ I inequality constraints

!

I algorithmc parameters

!
maxi t = 100
radt ol = 0.00001_wp I identical to default
east ol = 0.00001_wp I identical to default
print_level =0 ' no out put

I solve by calling LANCELOT sinple

CALL LANCELOT sinmple( n, X fx, exit_code, &
MY_FUN = FUN, MY_GRAD = GRAD , MY_HESS = HESS, &
BL = BL, BU = BU, VNAMES = VNAMES, &
CNAMES = CNAMES, NEQ = neqg, NIN = nin, &

CX=CX Y=Y, ITERS = iters, MXIT = maxit, &
GRADTOL = gradtol, FEASTOL = feastol, &
PRINT_LEVEL = print_level )

I act on return status

IF ( exit code == 0 ) THEN I Successful return
WRITE( 6, "( 1X 10, ' iterations. Optimal objective value =", &
& ES12.4, /, ' Optimal solution ="', ( 5ES12.4 ) )" ) iters, fx, X
ELSE I Error returns
WRITE( 6, "( ' LANCELOT sinple exit status ="', 10 ) " ) exit_code
END | F
|
I clean up

DEALLOCATE( X, BL, BU, CX, Y)
DEALLOCATE( VNAMES, CNAMES )

STOP
END PROGRAM RUN_LANCELOT si npl e

SUBROUTINE FUN ( X, F,
| NTEGER PARAMETER : :

REAL( KIND = wp ), INT
REAL( KIND = wp ), INT

KIND( 1.0D+0 ) ! set precision
> >F<( )

255
=
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INTEGER, INTENT( IN), OPTIONAL :: |
IF ( .NOT. PRESENT( 1 ) ) THEN
! the objective function value (user defined)

F = 100.0_wp*(X(2)-X(1)**2)**2 +(1.0_wp-X(1))**2 !

ELSE
SELECT CASE ( i )
CASE ( 1)
! the equality constraint value (user defined)

F = X(1)+3.0 wp*X(2)-3.0_wp !

CASE ( 2)
! the inequality constraint value (user defined)

F o= X(1)**24X(2)**2-4.0_wp !

END SELECT
END | F
RETURN
END SUBROUTI NE FUN

SUBROUTINE GRAD{ X, G i )

| NTEGER, PARAMETER :: wp = KIND( 1.0D+0 ) ! set precision
REAL( KIND = wp ), INTENT( IN) :: X( :)

REAL( KIND = wp ), INTENT( QUT ) :: @ : )

| NTEGER, INTENT( IN ), OPTIONAL :: i

IF ( .NOT. PRESENT( 1 ) ) THEN

! the objective function's gradient conmponents (user defined)

G 1) =-400.0_wp*(X(2)-X(1)**2)*X(1)-2.0_wp*(1.0_wp-X(1)) !
G 2) = 200.0_wp*(X(2)-X(1)**2) !
!
ELSE
SELECT CASE (i )
CASE ( 1)
! the equality constraint’s gradient conponents (user defined)
!
q 1)= 10w !
q 2) = 30w !
!
CASE ( 2
! the inequality constraint’s gradient conponents (user defined)
!
G 1) = 2.0 _w*X(1) !
G 2) = 2.0_w*X(2) !
!
END SELECT
END I F
RETURN

END SUBROUTI NE GRAD

SUBROUTINE HESS( X, H, i )

| NTEGER, PARAMETER :: wp = KIND( 1.0D+0 ) ! set precision
REAL( KIND = wp ), INTENT( IN) :: X( :)

REAL( KIND = wp ), INTENT( QUT ) :: H( : )

NTEGER, INTENT( IN), OPTIONAL :: i

IF ( .NOT. PRESENT( 1 ) ) THEN
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! the entries of the upper triangle of the objective function's

! Hessian mtrix, stored by colums (user defined)

H(
H(
H

2)-3.0_wp*X(1)**2)+2. 0_wp

-400. 0_wp* ( X(
(1)

-400. 0_wp*
200. 0_wp

WN -

)
)
)

ELSE
SELECT CASE ( i )
CASE ( 1)
! the entries of the upper triangle of the equality

! constraint’s Hessian matrix, stored by colums (user defined)

0.0_wp
0.0 _wp
0.0_wp

H
H
H

WN -

)
)
)

CASE ( 2)
! the entries of the upper triangle of the inequality

! constraint’s Hessian matrix, stored by colums (user defined)

1) = 2.0 wp !
H 2) = 0.0 wp !
H 3) = 2.0 wp !
|
END SELECT
END | F
RETURN

END SUBROUTI NE HESS

The use of the above calling program then produces the follpautput:

8 iterations. Optinal objective value = 2.3314E-02
Optimal solution =  8.4750E-01 7.1750E-01
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