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GALAHAD NLPT

USER DOCUMENTATION GALAHAD Optimization Library version 5

1 SUMMARY

This package defines a derived type capable of supportingidhege of a variety of smoottonlinear programming
problems of the form

min f(x)
subject to the general constraints
¢ <cx) <Y,
and
X < x<xY,

wheref is a smooth “objective function”, whex) is a smooth function from Rinto IR™ and where inequalities are
understood componentwise. The vecidrs: ¢ andx' < x4 arem- andn-dimensional, respectively, and may contain
components equal to minus or plus infinity. An important fimtassociated with the problem is its Lagrangian

L(x,y,2z) =f(x) —yTc(x) —2"x

wherey belongs to IR' andz belongs to IR. The solution of such problem may require the storage of tjeative
function’s gradient

9(x) = Oxf(x),
then x n symmetric objective function’s Hessian
H ¢ (x) = Ouxf(X)
them x n constraints’ Jacobian whoseh row is the gradient of thieth constraint:
& J(x) = [Oxai(x)]"
the gradient of the Lagrangian with respeckto
gL(x,y,2) = OkL(x,y,2)
and of the Lagrangian’s Hessian with respect to
HL(X,Y,2) = OxxL (X,Y,2).

Note that this last matrix is equal to the Hessian of the dljed¢unction when the problem is unconstrainet= 0),
which autorizes us to use the same synthdbr both cases.

Full advantage can be taken of any zero coefficients in theeceaH or J.

The module also contains subroutines that are designedifaimng parts of the problem data, and for matrix storage
scheme conversions.

ATTRIBUTES — Versions: GALAHAD_NLPT_si ngl e, GALAHAD_NLPT_doubl e, Calls: GALAHAD_TCOCLS. Date: May
2003. Origin: N. I. M. Gould, Rutherford Appleton Laboratory, and Ph. Lirfp University of Namur, Belgium.
Language: Fortran 95 + TR 15581 or Fortran 2003.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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2 HOW TO USE THE PACKAGE

Access to the package requiredSk statement such as

Single precision version
USE GALAHAD_NLPT_si ngl e

Double precision version
USE GALAHAD_NLPT_doubl e

If it is required to use both modules at the same time, thevedriypeNLPT_pr obl em.t ype, (Section 2.3) must be
renamed on one of tHéSE statements.

2.1 Matrix storage formats

Both the Hessian matriki and the Jacobiad may be stored in one of three input formats (the format fortin
matrices being possibly different).

2.1.1 Dense storage format

The matrixJ is stored as a compact dense matrix by rows, that is, the valuthe entries of each row in turn are
stored in order within an appropriate real one-dimensianaly. Componentx (i — 1) + j of the storage array_val

will hold the valueJ;; fori =1,...,m, j =1,...,n. SinceH is symmetric, only the lower triangular part (that is the
parthij for 1 < j <i < n) need be held. In this case the lower triangle will be storgddws, that is component
i*(i—1)/2+ j of the storage arraj.val will hold the valueh;j (and, by symmetnyh;i) for 1 < j <i <n.

If this storage scheme is useld} ype and/orH t ype must be set the value of the symlesLAHAD _DENSE.

2.1.2 Sparse co-ordinate storage format

Only the nonzero entries of the matrices are stored. Fo-thentry ofJ, its row indexi, column indexj and value

Jij are stored in theth components of the integer arralys ow, J_col and real array_val . The order is unimportant,
but the total number of entridsne is also required. The same scheme is applicabt fihvus requiring integer arrays
Hrow, Hcol , areal arrayH val and an integer valud ne), except that only the entries in the lower triangle need be
stored.

If this storage scheme is useldf ype and/orH t ype must be set the value of the symleaLAHAD_COORDINATE.

2.1.3 Sparse row-wise storage format

Again only the nonzero entries are stored, but this time #reyordered so that those in rowappear directly before
those in rowi + 1. For thei-th row of J, thei-th component of a integer arrdypt r holds the position of the first entry
in this row, whileJ _ptr (m+ 1) holds the total number of entries plus one. The column irgi@nd valueg);j of the
entries in tha-th row are stored in componenits- J_ptr (i), ... J_ptr (i+1)— 1 of the integer array_col , and real
arrayJ val , respectively. The same scheme is applicabld {thus requiring integer arraypt r, Hcol , and a real
arrayH.val ), except that only the entries in the lower triangle needtbeed. The values af_ne andH.ne are not
mandatory, since they can be recovered from

Jne=Jptr(n+1)—1 and Hne=Hptr(n+1)—1

For sparse matrices, this scheme almost always requiest@sige than its predecessor.
If this storage scheme is useldt ype and/orH .t ype must be set the value of the symleaLAHAD_SPARSE_BY_ROWS.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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2.2 Optimality conditions
The solutionx necessarily satisfies the primal first-order optimalityditions
d<e(x)<c¥, and x <x<xY

the dual first-order optimality conditions
9(x)=J(x)Ty +z

where
y=y +y" z=72+2"y' >0, y<0, 7 >0 andz <0,

and the complementary slackness conditions
(c(x)—c)Ty' =0, (c(x)—c")Ty* =0, (x—x)TZ =0 and (x —x")T2" =0,

where the vectorg andz are known as the Lagrange multipliers for the general caimt, and the dual variables
for the bounds, respectively, and where the vector inetiegsilhold componentwise. The dual first-order optimality
condition is equivalent to the condition that(x,y,z) = 0.

2.3 The derived data type

A single derived data typ®&LPT_pr obl emt ype, is accessible from the package. It is intended that, forpamgicular
application, only those components which are needed wildbeThe components are:

pnane is a scalar variable of type defa@HARACTER( LEN = 10 ), that holds the problem’s name.
n is a scalar variable of type defallNTEGER, that holds the number of optimization variables,

vhanes is a rank-one allocatable array of dimensioand typeCHARACTER( LEN = 10 ) that holds the names of
the problem’s variables. Theth component ofnanes, j =1,...,n, contains the name of.

X is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT _-
doubl e), that holds the values of the optimization variables. Theth component ok, j =1,...,n, contains
Xj.

x_| is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT_-
doubl e), that holds the vector of lower bounslson the variables. Th¢-th component ok, j=1,....n,
containsx'j. Infinite bounds are allowed by setting the correspondingmanents ok_| to any value smaller
than-infinity.

X_U is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT_-
doubl e), that holds the vector of upper bourson the variables. Th¢-th componentok_u, j=1,...,n,
containsx'. Infinite bounds are allowed by setting the correspondingmmnents ofX_u to any value larger
than that nfinity.

z is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT_-
doubl e), that holds the valuesof estimates of the dual variables corresponding to thelsilmpund constraints
(see Section 2.2). Thieth componentot, j =1,...,n, containg;.

x_status is a rank-one allocatable array of dimensiorand type default NTEGER, that holds the status of the
problem’s variables corresponding to the presence of thaimds. Thej-th component ok _status, j =
1,...,n, contains the status of;. Typical values areSALAHAD_FREE, GALAHAD_LOWER, GALAHAD_UPPER,
GALAHAD_RANGE, GALAHAD _FIXED, GALAHAD_STRUCTURAL, GALAHAD_ELIMINATED, GALAHAD_ACTIVE, GALA-
HAD_INACTIVE Or GALAHAD_UNDEFINED.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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f is a scalar variable of type defallEAL (double precision irGALAHAD_NLPT _doubl €), that holds the current
value of the objective function.

g is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT _-
doubl e), that holds the gradiemgtof of the objective function. Th¢-th component of), j = 1,...,n, contains

9j-

Htype is a scalar variable of type defalNTECGER, that specifies the type of storage used for the lower treaafiihe
objective function’s or Lagrangian’s HessiahPossible values ar@ALAHAD _DENSE, GALAHAD_COORDINATE
Or GALAHAD_SPARSE _BY_ROWS.

H_ne is a scalar variable of type defallNTEGER, that holds the number of non-zero entries in the lower gliaiof
the objective function’s or Lagrangian’s Hessidn

Hval is a rank-one allocatable array of type defé&RHAL (double precision ifGALAHAD_NLPT _doubl e), that holds
the values of the entries of thewer triangular part of the Hessian matrild in any of the storage schemes
discussed in Section 2.1.

Hrow is a rank-one allocatable array of type defalNTEGER, that holds the row indices of thewer triangular part
of H in the sparse co-ordinate storage scheme (see Sectioh 2t h@ed not be allocated for either of the other
two schemes.

Hcol isarank-one allocatable array variable of type defeNECER, that holds the column indices of thewer tri-
angular part ofH in either the sparse co-ordinate (see Section 2.1.2), apthese row-wise (see Section 2.1.3)
storage scheme. It need not be allocated when the densgestmfaeme is used.

Hptr is a rank-one allocatable array of dimensiorl and type default NTEGER, that holds the starting position
of each row of thdower triangular part ofH, as well as the total number of entries plus one, in the sparse
row-wise storage scheme (see Section 2.1.3). It need ndidoated when the other schemes are used.

m is a scalar variable of type defallNTEGER, that holds the number of general linear constraimis,

c is a rank-one allocatable array of dimensimmand type defaulREAL (double precision irGALAHAD_NLPT _-
doubl e), that holds the valuegx) of the constraints. Thieth component o€, i =1,...,m, contains;(x).

c_| is a rank-one allocatable array of dimensim@and type defaulREAL (double precision irGALAHAD_NLPT _-
doubl e), that holds the vector of lower bounds on the general constraints. Th¢h component ot ,
i=1....m, containsc}. Infinite bounds are allowed by setting the correspondingpmments ot _| to any
value smaller thaninfinity.

c_u is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irfGALAHAD_NLPT _-
doubl e), that holds the vector of upper boundson the general constraints. Th¢h component of _u,
i =1,...,m, containscl'. Infinite bounds are allowed by setting the correspondingmments ot _u to any
value larger thannfini ty.

equation is arank-one allocatable array of dimensioand type defaultOd CAL, that specifies if each constraint is
an equality or an inequality. Thieh component oéquat i on is. TRUE. iff the i-th constraint is an equality, i.e.
iff ¢ =ct.

linear is arank-one allocatable array of dimensioand type defaultOd CAL, that specifies if each constraint is
linear. Thei-th component ofi near is. TRUE. iff the i-th constraint is linear.

y is a rank-one allocatable array of dimensimmand type defaulREAL (double precision irGALAHAD_NLPT_-
doubl e), that holds the valugsof estimates of the Lagrange multipliers correspondingéaeneral constraints
(see Section 2.2). Thieth component oy, i =1,...,m, containsy;.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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c_status is a rank-one allocatable array of dimensiorand type default NTEGER, that holds the status of the
problem’s constraints corresponding to the presence af tloeinds. The-th component of _status, j =
1,...,m, contains the status @. Typical values aresALAHAD_FREE, GALAHAD_ LOWER, GALAHAD_UPPER,
GALAHAD_RANGE, GALAHAD _FIXED, GALAHAD_STRUCTURAL, GALAHAD_ELIMINATED, GALAHAD_ACTIVE, GALA-
HAD_INACTIVE Or GALAHAD_UNDEFINED.

J_type is ascalar variable of type defalUNTEGER, that specifies the type of storage used for the constraiatsibian
J. Possible values a@ALAHAD_DENSE, GALAHAD_COORDINATE Or GALAHAD_SPARSE_BY_ROWS.

J_ne is ascalar variable of type defalUNTEGER, that holds the number of non-zero entries in the consg'alatobian
J.

J_val is a rank-one allocatable array of type def&RHAL (double precision irGALAHAD_NLPT _doubl €), that holds
the values of the entries of the Jacobian matrix any of the storage schemes discussed in Section 2.1.

J_row is arank-one allocatable array of type defalNTEGER, that holds the row indices dfin the sparse co-ordinate
storage scheme (see Section 2.1.2). It need not be allofcateither of the other two schemes.

J_col isarank-one allocatable array variable of type defeNIEGER, that holds the column indices dfin either the
sparse co-ordinate (see Section 2.1.2), or the sparse ieswgee Section 2.1.3) storage scheme. It need not be
allocated when the dense storage scheme is used.

J_ptr is a rank-one allocatable array of dimensiorl and type default NTEGER, that holds the starting position
of each row ofJ, as well as the total number of entries plus one, in the spargevise storage scheme (see
Section 2.1.3). It need not be allocated when the other sehaine used.

gL is a rank-one allocatable array of dimensiomand type defaulREAL (double precision irGALAHAD_NLPT _-
doubl e), that holds the gradier_ of of the problem’s Lagrangian with respect toc. The j-th component of
gL, j=1,...,n, containggy];.

Note that not every component of this data type is used byearkage.

2.4 Argument lists and calling sequences
There are seven procedures for user calls:

1. The subroutin®LPT_write_stats is used to write general information on the problem such asitmber of
variables and constraints of different types.

2. The subroutin®LPT_wri t e_vari abl es is used to write the current values of the problem’s variglb®unds
and of their associated duals.

3. The subroutindLPT_write_constraints is used to write the current values of the problem’s constsai
bounds and of their associated multipliers.

4. The subroutin@®lLPT_wri t e_pr obl emis used to write the problem’s number of variables and cairgs per
type, as well as current values of the problem’s variablescamstraints. This broadly corresponds to succes-
sively calling the three subroutines mentioned above. Theautine additionally (optionally) writes the values
of the Lagrangian’s Hessiaf and constraints Jacobidn

5. The subroutin&lLPT_J_from.C_t 0_Sr ow builds the permutation that transforms the Jacobian froordinate
storage to sparse-by-row storage, as well adther andJ_col vectors.

6. The subroutin&lLPT_J_fromC_to_Scol builds the permutation that transforms the Jacobian froordinate
storage to sparse-by-column storage, as well ag {tg andJ_r owvectors.

7. The subroutindLPT_cl eanup is used to deallocate the memory space used by a problemtdatause.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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2.4.1 Writing the problem'’s statistics
The number of variables and constraints for each type of #deinee, lower/upper bounded, range bounded, linear,
equalities/fixed) is output by using the call

CALL NLPTwrite_stats( problem out )
where

probl em is a scalat NTENT(I N) argument of type\LPT_pr obl em.t ype, that holds the problem for which statistics
must be written.

out is a scaladl NTENT(IN) argument of type defaultNTEGER, that holds the device number on which problem
statistics should be written.

Note thatpr obl en?fpnane is assumed to be defined and that bmthbl en?e_| andpr obl ente_u are assumed to be
associated whenevprobl entsn > 0.

2.4.2 Writing the problem’s variables, bounds and duals

The values of the variables and associated bounds and duml#piut by using the call

CALL NLPT_write_variables( problem out )
where

probl em is a scalat NTENT(| N) argument of typ@LPT_pr obl em.t ype, that holds the problem for which variables
values, bounds and duals must be written.

out is a scaladl NTENT(IN) argument of type defaultNTEGER, that holds the device number on which problem
variables values, bounds and duals should be written.

This routine assumes thatobl en?fpnane andpr obl en?x are associated. The bounds are printed whemawadt ent/ _|
and probl en?x_u are associated. Moreover, it is also assumed in this caseitbbal en?g is associated when
probl en?sn= 0, and thapr obl enPz is associated whepr obl en?4n > 0. The variables’ names are used whenever
pr obl enfAvnanes is associated, but this is not mandatory.

2.4.3 Writing the problem’s constraints, bounds and multidiers

The values of the constraints and associated bounds anipleudtis output by using the call

CALL NLPTwrite_constraints( problem out )
where

probl em is a scalaf NTENT(| N) argument of typ&LPT_pr obl emt ype, that holds the problem for which constraints
values, bounds and multipliers must be written.

out is a scalafd NTENT(IN) argument of type defaultNTECER, that holds the device number on which problem
constraints values, bounds and multipliers should beewritt

This routine assumes thatobl entgpnane, probl ente probl ente_| , probl en?e_u andpr obl ently are associated.
The types of constraints are used whengvebl en?equat i on and/orpr obl en?d i near are associated, but this is
not mandatory. The constraints’ names are used whepeubl entgnanes is associated, but this is not mandatory.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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2.4.4 Writing the entire problem

The most important data of a problem can be output by the call

CALL NLPT_write_problem problem out, print_level )
where

probl em is a scalat NTENT( | N) argument of typ&LPT_pr obl emt ype, that holds the problem whose data must be
written.

out is a scalat NTENT(IN) argument of type defaultNTEGER, that holds the device number on which the problem
data should be written.

print_level is a scalat NTENT(IN) argument of type defaultNTEGER, that holds the level of details required for
output. Possible values are:

GALAHAD_SILENT: no outputis produced;

GALAHAD_TRACE: the problem’s statistics are output, plus the norms of threeot vector of variables, the
objective function’s value and the norm of its gradient, #r&lmaximal bound and constraint violations.

GALAHAD_ACTION: the problem’s statistics are output, plus the values of Hréables, bounds and associated
duals, the value of the objective function, the value of thgctive function’s gradient, the values of the
constraints and associated bounds and multipliers.

GALAHAD_DETAILS: as forGALAHAD_ACTION, plus the values of the Lagrangian’s Hessian and of the m@ingt’
Jacobian.

This routine assumes thpt obl entfpnane andprobl entx are associated. The bounds on the variables are
printed whenevepr obl en?x_| andprobl en?&_u are associated. Moreover, it is also assumed in this case
thatpr obl en?fg is associated whepr obl en?tm = 0, and thapr obl entz is associated whepr obl ent4n > 0.

The variables’ names are used whengvabl enfvnanmes is associated, but this is not mandatory. In the case
wherepr obl en®tn > 0, it is furthermore assumed thatobl enbe probl ente_l , probl enbe_u andpr obl en?y

are associated. The types of constraints are used whepreMgren?equat i on and/orpr obl en?d i near are
associated, but this is not mandatory. The constraintsasame used whenevarobl en?gnanes is associated,

but this is not

2.4.5 Problem cleanup

The memory space allocated to allocatable in the problemstaicture is deallocated by the call
CALL NLPT_cl eanup( problem)
where

probl em is a scalat NTENT(| N) argument of typ&LPT_pr obl emt ype, that holds the problem whose memory space
must be deallocated.

2.4.6 Transforming the Jacobian from co-ordinate storagea sparse-by-rows

The permutation that transforms the Jacobian from co-atdistorage to sparse-by-rows, as well as the associated
ptr andcol vectors can be obatined by the call

CALL NLPT_J_permfromCto_Srow problem perm col, ptr )
where

probl em is a scalat NTENT( | N) argument of typ&LPT_pr obl em.t ype, that holds the Jacobian matrix to transform.
Note that we must have problem%ype = GALAHAD_COORDINATE.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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perm is an allocatable to a vectdNTENT( QUT) of type default NTEGER and dimension equal tor obl enfd _nnz,
that returns the permutation of the elementgradbl ent4d _val that must be applied to transform the Jacobian
from co-ordinate storage to sparse-by-rows.

col is an allocatable to a vectdoNTENT( OQUT) of type defauli NTEGER and dimensiomr obl en?d _ne whosek-th
component is the column index of tkeh element ofr obl en?d _val after permutation bper m

ptr is an allocatable to a vectoNTENT( OUT) of type default NTEGER and dimensiomr obl ent4n +1 whosei-the
component is the index ipr obl en?d _val (after permutation byer n) of the first entry of rowi. Moreover,

ptr(problem%m+ 1) = problem%J ne + 1.

2.4.7 Transforming the Jacobian from co-ordinate storaged sparse-by-columns

The permutation that transforms the Jacobian from co-atdistorage to sparse-by-columns, as well as the associated
ptr andr ow vectors can be obtained by the call

CALL NLPT_J_permfromCto_Scol ( problem perm row, ptr )
where

probl em is a scalat NTENT(I N) argument of typ@&LPT_pr obl emt ype, that holds the Jacobian matrix to transform.
Note that we must have problem%ype = GALAHAD_COORDINATE.

perm is an allocatable to a vectdNTENT( QUT) of type default NTEGER and dimension equal tor obl enfd _nnz,
that returns the permutation of the elementgradbl ent4d _val that must be applied to transform the Jacobian
from co-ordinate storage to sparse-by-columns.

col is an allocatable to a vectdNTENT( OQUT) of type defauli NTEGER and dimensiormr obl en?d _ne whosek-th
component is the row index of theth element opr obl en?d _val after permutation bper m

ptr is an allocatable to a vectoNTENT( OUT) of type defauli NTEGER and dimensiomr obl en?4n+1 whosei-the
componentis the index ior obl en?d _val (after permutation byer m of the first entry of columm. Moreover,

ptr(problem%m+ 1) = problem%J ne + 1.

3 GENERAL INFORMATION

Other modules used directly: None.

Other routines called directly: NLPT_sol ve calls the BLAS function§NRM2, where* is Sfor the default real version
andD for the double precision version.

Other modules used directly: NLPT calls theTOOLS GALAHAD module.
Input/output: Output is under the control of thee i nt _| evel argument for th&lLPT_wr i t e_pr obl emsubroutine.

Restrictions: probl ents > O, pr obl ent4n> 0. Additionally, the subroutineddPT_wr i t e_* require thapr obl en?h
< 10 andpr obl entin < 104,

Portability: 1SO Fortran 95 + TR 15581 or Fortran 2003. The package is dhsafe.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.
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4 EXAMPLE OF USE

Suppose we wish to present the data for the problem of miimigithe objective functiorix; — 2)x, subject to the
constraintsx? +x3 < 1, 0< —x; + X2, and the simple bound € x;, where the values are computed at the point
x" = (0,1), which, together with the values = 1 andy™ = (—1,0) defines a first-order critical point for the problem.
Assume that we wish to store the Lagrangian’s Hessian andett@bian in co-ordinate format. Assume also that we
wish to write this data. We may accomplish these objectiyasding the code:

PROGRAM GALAHAD_NLPT_EXAMPLE

USE GALAHAD NLPT_doubl e ! the problemtype

USE GALAHAD SYMBOLS

I MPLICI' T NONE

I NTEGER, PARAMETER ©1owp = KIND( 1.0D+0 )

| NTEGER, PARAMETER coiout =6 | stdout and stderr

REAL( KIND = wp ), PARAMETER 2 INFINITY = (10.0_wp)**19

TYPE( NLPT_probl em type ) . problem

I Set the problem up.

pr obl enPfpnanme = "NLPT- TEST'

problen?bnfinity = INFINITY

pr obl enth =2

ALLCCATE( probl entvnames( probl entm ), problen?x( problentn ) &
probl en®&_| ( problent®m ) , problendx_u( problents ), &
probl enbg( probl entm ) , problentz( problenth ) )

pr obl en¥m =2

ALLOCATE( probl enfequati on( probl en®4n ), probl en?dinear( problen?n), &
probl enbe( problentsn) , problende_| ( problentn ), &
probl enfe_u( probl en?sy, problendy( problentn), &
probl entgnanes( probl enttm ) )

probl en?d_ne =4

ALLCCATE( probl en?d_val ( probl en?d_ne ), problen?d_row problentd_ne ), &
probl en?d_col ( probl en?d_ne ) )

probl en?H_ne =3

ALLCCATE( probl en®4_val ( probl en?4 ne ), probl en?d row problentd ne ), &

probl en?41 col ( probl en?H ne ) )
probl en?H type = GALAHAD COORDI NATE
probl en?d_t ype GALAHAD COORDI NATE

probl enPvnanes = (/ Xroo, ' X2 /)

pr obl end& =(/ 0.0D0 |, 1.0D0 /)

probl endi_| =(/ 0.0D0 , -INFINITY /)

probl en®&_u = (/ INFINITY, INFINITY /)

probl enbenames = (/ o, 2 1)

pr obl ende =(/ 0.0D0 |, 1.00 /)

probl ente_| = (/ -INFINITY, 0.0D0 /)

probl enbe_u =(/ 1.0D0 , INFINITY /)

pr obl enby =(/ -1.0D0 |, 0.0D0 /)

probl enPequation = (/ .FALSE , .FALSE /)

probl enPéinear = (/ .FALSE , .TRUE. /)

pr obl enb =(/ 1.0D0 , 0.0D0 /)

pr obl en?s =-2.0_w

pr obl entg =(/ 1.0D0 , -1.0D0 /)

probl en?d_r ow = (/ 1 , 1 , 2 , 2 )
pr obl en?d_col = (/ 1 , 2 , 1 , 2 )
probl en?d_val = (/ 0.0D0 2.00 , -1.0D0 , .00 /)
pr obl en?H_r ow = (/ 1 , 2 , 2 )

pr obl en?#_col = (/ 1 , 1 , 2 )
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probl en?4_val =(/ 2.0D0 , 1.000 , 2.0D0 /)
NULLI FY( probl en®&_st atus, problen?H ptr, problen?d _ptr, probleniglL )

CALL NLPT_write_problem problem iout, GALAHAD DETAILS )
I O eanup the problem

CALL NLPT_cl eanup( problem)
STOP

END PROGRAM GALAHAD NLPT_EXAMPLE

which gives the following output:

T TS +
Probl em : NLPT- TEST |
o e e e e e e e e e e ememeeeaeaaoaan +
Free Lower Upper Range Fixed/  Linear Total
bounded bounded bounded equalities
Vari abl es 1 1 0 0 0 2
Constraints 1 1 0 0 1 2
T TS +
| Probl em : NLPT- TEST |
e m e e eeeiieeesaeeesseeeciaeeeseeeenaa- +
j Name Lower Val ue Upper Dual val ue
1 X1 0. 0000E+00 0. 0000E+00 1. 0000E+00
2 X2 1. 0000E+00
OBJECTI VE FUNCTI ON val ue = -2.0000000E+00
GRADI ENT of the objective function:
1 1.000000E+00 -1.000000E+00
Lower triangle of the HESSI AN of the Lagrangian:
j val ue i j val ue i j val ue
1 1 2. 0000E+00 2 1 1. 0000E+00 2 2 2. 0000E+00
e mm e e eeeiieeesaeeeseeeeeiaseeseeeenaa- +
| Probl em : NLPT- TEST |
T TS +
i Nane Lower Val ue Upper Dual val ue
1C 0. 0000E+00 1. 0000E+00 -1.0000E+00
2 @2 0. 0000E+00 1. 0000E+00 0. 0000E+00 l'inear
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JACOBI AN matri x:
] val ue i j val ue [ ] val ue

1 1 0. 0000E+00 1 2 2. 0000E+00 2 1 -1.0000E+00
2 2 1. 0000E+00

We could choose to hold the lower triangletdfis sparse-by-rows format by replacing the lines

ALLCCATE( probl en?4_val ( probl en?4 ne ), probl en?d row problentd ne ), &
probl en?41 col ( probl en?H ne ) )
probl endH type = GALAHAD COORDI NATE

and
pr obl en®H_r ow = (/ 1 , 2 , 2 1)
probl en?#_col = (/ 1 , 1 , 2 )
pr obl en?H_val =(/ 2.0D0 , 1.0D0 , 2.000 /)
NULLI FY( probl en?x_st atus, problentdd ptr, problentd ptr, problentglL )
by
ALLCCATE( probl en®4_val ( probl en?4 ne ), probl en?d col ( probl en?4 ne ), &

probl en?4 ptr( problenth + 1) )
probl en¥H type = GALAHAD SPARSE BY ROWS

and
probl en?H_ptr = (/ 1 , 2 , 4 )
pr obl en?#_col = (/ 1 , 1 , 2 )
pr obl en?H_val =(/ 2.0D0 , 1.0D0 , 2.000 /)

NULLI FY( probl en®&_status, problen4 row, problentd _ptr, problentgl )
or using a dense storage format with the replacement lines

ALLOCATE( problentd val ( ( ( problen?s + 1) * problents ) / 2 ) )
probl en?#_type = GALAHAD DENSE

and
pr obl en?H_val =(/ 2.0D0 , 1.0D0 , 2.000 /)
NULLI FY( probl en?x_st atus, probl ent4 row, problents col, problen?H ptr, &
probl en?d_ptr, problentglL )
respectively.

For examples of how the derived data tyyi€T_pr obl em.t ype may be used in conjunction with tt@ALAHAD
nonlinear feasibility code, see the specification sheetthBGALAHAD_FI LTRANE package.
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