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1 SUMMARY

This packageolves a sparse symmetric system of linear equationSiven a sparse symmetric matéx= {a;; }nxn,

and ann-vectorb or a matrixB = {bj }nxr, this subroutine solves the systekw = b or the systenAX =B . The
matrix A need not be definite. There is an option for iterative refinrgme

The method used is a direct method based on a sparse variaatesian elimination and is discussed further by Duff
and Reid ACM Trans. Math. Software 9 (1983), 302-325.

ATTRIBUTES — Versions: GALAHAD_SI LS_si ngl e, GALAHAD_SI LS_doubl e. Remark: GALAHAD_SI LS is a For-
tran 90 encapsulation of the HSL Fortran 77 packé#f, that offers some additional facilities. The user integfac
designed to be equivalent to the more recent HSL pack@igd/57, so the two packages may be used interchange-
ably. Uses: GALAHAD_SMT, MA27. Date: April 2001. Origin: Interface by N. I. M. Gould, Rutherford Appleton
Laboratory, documentation follows that of 1.S. Duff and JReid, ibid. Language: Fortran 95 + TR 15581 or

Fortran 2003.

2 HOW TO USE THE PACKAGE

2.1 Calling sequences
Access to the package requiredSk statement such as

Single precision version
USE GALAHAD_SI LS_si ngl e

Double precision version
USE GALAHAD_SI LS_doubl e

If it is required to use both modules at the same time, thevderypesSMI_TYPE, SI LS_CONTROL, SI LS_Al NFO,
SI LS_FI NFQ, SI LS_SI NFO, andSI LS_FACTCRS, (Section 2.2) and the subroutin®d.S_| NI Tl ALI ZE, SI LS_ANALYSE,
SI LS_FACTORI ZE, SI LS_SQLVE, SI LS_FI NALI ZE, (Section 2.3pl LS_.ENQUI RE, SI LS_ALTER D, andSI LS_PART_SOLVE
(Section 2.5) must be renamed on one of WBE statements.
There are five principal subroutines for user calls (seei@e2t5 for further features):

The subroutiné&l LS_I NI TI ALI ZE must be called to initialize the structure for the factotsmay also be called to
set default values for the components of the control strectif non-default values are wanted for any of the
control components, the corresponding components sheddtéred after the call t8l LS_I NI TI ALI ZE.

SI LS_ANALYSE accepts the pattern & and chooses pivots for Gaussian elimination using a sefectiterion to
preserve sparsity. It subsequently constructs subsitfifogmation for actual factorization It LS_FACTORI ZE.
The user may provide the pivot sequence, in which case oelyétessary information f& LS_FACTORI ZE
will be generated.

SI LS_FACTORI ZE factorizes a matridd using the information from a previous call$bLS_ANALYSE. The actual pivot
sequence used may differ from thatSy1.S_ANALYSE if A is not definite.

SI LS_SOLVE uses the factors generated 8iy. S_.FACTORI ZE to solve a system of equations with orx(= b) or
several AX = B) right-hand sides, or to improve a given solution or set dditsons by iterative refinement.
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SI LS_FI NALI ZE reallocates the arrays held inside the structure for theifat¢o have size zero. It should be called
when all the systems involving its matrix have been solvddssthe structure is about to be used for the factors
of another matrix.

2.2 The derived data types

Six derived data types are accessible from the package.

2.2.1 The derived data type for holding the matrix

The derived data typ8MI_TYPE is used to hold the matri&. The components &MI_TYPE are:

N is a scalar variable of type defalllNTEGER, that holds the order of the matrixA. Restriction: N> 1.
NE is ascalar variable of type defaliNTEGER, that holds the number of matrix entrig®estriction: NE > 0.

VAL is arank-one allocatable array of type def&BAL (double precision ittALAHAD_SI LS_doubl ), and dimension
at least\E, that holds the values of the entries. Each pair of off-died@ntriesajj = a;; is represented as a
single entry. Duplicated entries are summed.

ROW is a rank-one allocatable array of type defdlNTECER, and dimension at leahE, that holds the row indices of
the entries.

COL isarank-one allocatable array of type defalNTEGER, and dimension at lealE, that holds the column indices
of the entries.

2.2.2 The derived data type for holding control parameters

The derived data typ8l LS_CONTRCL is used to hold controlling data. Default values may be olsiiby calling
SILS.initialize (see Section 2.3.1). The componentSldfS_CONTROL are:

LP is anl NTEGER scalar used by the subroutines as the output stream for messages. If it is negative, these
messages will be suppressed. The default val@e is

WP is anl NTEGER scalar used by the subroutines as the output stream fornganméssages. If it is negative, these
messages will be suppressed. The default val@e is

MP is anl NTEGER scalar used by the subroutines as the output stream foraigmprinting. If it is negative, these
messages will be suppressed. The default valGe is

SP  is anl NTEGER scalar used by the subroutines as the output stream fastitstilf it is negative, these messages
will be suppressed. The default value s

LDI AG is anl NTEGER scalar used by the subroutines to control diagnostic mgntif LDl AGis less thari, no messages
will output. If the value isl, only error messages will be printed. If the valuejsthen error and warning
messages will be printed. If the valueSisscalar data and a few entries of array data on entry andreritéach
subroutine will be printed. If the value is greater tfgarall data will be printed on entry and exit. The default
value is2.

LA is anl NTEGER scalar used bl LS_FACTORI ZE. If LA > NRLNEC (see Section 2.2.3), the real array that holds
data for the factors is reallocated to have di2e Otherwise, the array is not reallocated unless its sizess |
thanNRLNEC, in which case it is reallocated with siXBLTOT (see Section 2.2.3). The default valu®is
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LI W is anl NTEGER scalar used bgl LS_FACTCRI ZE. If LI W> NI RNEC (see Section 2.2.3), the integer array that holds
data for the factors is reallocated to have diz&/ Otherwise, the array is not reallocated unless its sizesss |
thanNl RNEC, in which case it is reallocated with siXeRTOT (see Section 2.2.3). The default valu®is

MAXLA is an| NTEGER scalar used byl LS_FACTORI ZE. An error return occurs if the real array that holds data for
the factors is too small and reallocating it to have size gedrby the factoMJLTI PLI ER would make its size
greater thamAXLA. The default value islUGE( 0) .

MAXLI W is anl NTEGER scalar used bgl LS_FACTORI ZE. An error return occurs if the integer array that holds data f
the factors is too small and reallocating it to have size ghdrby the factoMJLTI PLI ER would make its size
greater thamAXLI W The default value islUGE( 0) .

MULTI PLI ER is aREAL (double precision ifcALAHAD_SI LS_doubl e) scalar used bgl LS_FACTORI ZE when a real or
integer array that holds data for the factors is too smalle @iray is reallocated with its size changed by the
factorMULTI PLI ER. The default value i&. 0.

REDUCE is aREAL (double precision irGALAHAD_SI LS_doubl e) scalar that reduces the size of previously allocated
internal workspace arrays if they are larger than curreneityiired by a factor odREDUCE or more. The default
value is2. 0.

NEM N is anl NTEGER scalar used bl LS_ANALYSE for the minimum number of eliminations in a step that is auto-
matically accepted. If two adjacent steps can be combind@ach has fewer eliminations, they are combined.
The default value i4.

THRESH is anl NTEGER scalar used b@l LS_ANALYSE to identify dense rows during pivot selection. Itis the pertage
density for a row to be regarded as dense. The default vaiffis

ORDERI NG is a scalar variable of type defalNTEGER, that controls the initial order of the rows when performihg
factorization. Possible values are:

0 The ordering will be chosen by the Approximate Minimum Degneethod without provisions for “dense”
rows/columns.
1 The ordering specified in the argum@&ERMfor Sl LS_anal yse will be used.

2 The ordering will be chosen by the Approximate Minimum Degraethod with provisions for “dense”
rows/columns.

3 The ordering will be chosen by the Minimum Degree method.

4 The ordering will be chosen by the Nested Dissection metiitid;requires the user to have installed the
external packagkETl S.

5 Ordering 4 will be used unless it is unavailable in which cagkering 2 will be chosen.
The default value i§, and any inappropriate choice will be reset to this default.

PI VOTI NG is anl NTEGER scalar that is used to control numerical pivoting3y S FACTORI ZE. It must have one of
the following values:

1 Numerical pivoting will be performed, with relative pivailerance given by the componént

2 No pivoting will be performed and an error exit will occur inedliately a sign change is detected among the
pivots. This is suitable for cases whars thought to be definite and is likely to decrease the faration
time while still providing a stable decomposition.

3 No pivoting will be performed and an error exit will occur izaro pivot is detected. This is likely to decrease
the factorization time, but may be unstable if there is a siggnge among the pivots.

4 No pivoting will be performed but the matrix will be alteredhi non-positive pivot is encountered.
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The default value i§.

U is aREAL (double precision ifGALAHAD_SI LS_doubl e) scalar that is used b§l LS_FACTORI ZE when the com-
ponentPl VOTI NG has the valué to hold the relative pivot tolerance. The default valu@.&l. For problems
requiring greater than average numerical care a higheewhhn the default would be advisable. Values greater
than0.5 are treated a8.5 and less thaf.0 as0.0.

TOLERANCE is aREAL (double precision ifsALAHAD_SI LS_doubl e) scalar that is used I8t LS_FACTORI ZE. Any entry
of modulus less than or equal TOLERANCE is treated as zero. The default valu® i@

FACTORBLOCKI NG is an| NTECGER scalar used bl LS FACTORI ZE to determine the block size used for the LeSel
BLAS. The default value i§6.

SCLVEBLOCKI NG is anl NTEGER scalar used b$l LS_SOLVE to determine the block size used for the Le¥@ind Level
3 BLAS. The default value i46.

CONVERGENCE is aREAL (double precision iftALAHAD_SI LS_doubl e) scalar that is used 8t LS_SCLVE. This is used
to used to monitor convergence iterative refinement. If t@mof the scaled residuals does not decrease by a
factor of at leasCONVERGENCE, convergence is deemed to be too slow and the solution phésaniinated. The
default value i9.5.

2.2.3 The derived data type for holding informational parameters from SI LS_ANALYSE

The derived data typ® LS_Al NFOis used to hold parameters that give information about thgness of th&l LS_AN-
ALYSE subroutine. The components&ifLS_Al NFO are:

FLAG is an| NTEGER scalar. The value zero indicates that the subroutine hdsrperd successfully. For nonzero
values, see Section 2.4.1.

MORE is anl NTEGER scalar that provides further information in the case of aaresee Section 2.4.1.

OOR is anl NTEGER scalar that is set to the number of entries with one or botité@sdout of range.

DUP is anl NTEGER scalar that is set to the number of duplicate off-diagonaiesn

STAT is anl NTEGER scalar. In the case of the failure of an allocate or dealtosttement, it is set to tI8FAT value.

NSTEPS is anl NTEGER scalar that is set to the number of nodes in the assemblyriteelier of major steps in the
factorization).

MAXFRT is anl NTEGER scalar that holds the largest front size.

OPSA is aREAL (double precision itALAHAD_SI LS_doubl e) scalar that is set to the number of floating-point additions
required by the assembly of frontal matrices if no pivotiagperformed. Numerical pivoting may increase the
number of operations.

OPSE is aREAL (double precision ifsALAHAD_SI LS_doubl e) scalar that is set to the number of floating-point opera-
tions required by the factorization if no pivoting is perfoed. Numerical pivoting may increase the number of
operations.

NRLTOT andNl RTOT arel NTEGER scalars that give the total amount of real and integer wasisactively required for
a successful factorization without the need for data cosgioe, provided no numerical pivoting is performed.

NRLNEC andNl RNEC arel NTEGER scalars that give the total amount of real and integer waggsired respectively for
successful factorization allowing data compression, jolex¥ no numerical pivoting is performed.
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NRLADU andN RADU arel NTEGER scalars that give the number of real and integer words requespectively to hold
the matrix factors if no numerical pivoting is performed.

NCWPA is anl NTEGER scalar that holds the number of compresses of the intertebttaicture performed 8t LS_AN
ALYSE.

2.2.4 The derived data type for holding informational parameters from SI LS_FACTCRI ZE

The derived data typ® LS_FI NFOis used to hold parameters that give information about thgnesss of thé&l LS_FAC-
TORI ZE subroutine. The componentsS8ifLS_FI NFO are:

FLAG is anl NTECGER scalar. The value of zero indicates that the subroutine befsned successfully. For nonzero
values, see Section 2.4.2.

MORE is anl NTEGER scalar that provides further information in the case of aorgsee Section 2.4.2.
STAT is anl NTEGER scalar. In the case of the failure of an allocate or dealstttement, it is set to tI8FAT value.
MAXFRT is anl NTEGER scalar that holds the largest front size.

OPSA is aREAL (double precision iftALAHAD_SI LS_doubl e) scalar that is set to the number of floating-point additions
performed during assembly.

OPSE is aREAL (double precision iftALAHAD_SI LS _doubl e) scalar that is set to the number of floating-point opera-
tions performed during factorization.

OPSB is aREAL (double precision ilGALAHAD_SI LS_doubl ) scalar that is set to the number of additional floating-
point operations performed during factorization becadsese of theBLAS.

NRLTOT andN RTOT arel NTEGER scalars that give the total amount REAL (double precision irGALAHAD_SI LS-
_doubl e) and| NTEGER words respectively required for a successful factorizatiothout the need for data
compression, provided the same pivots are used.

NRLNEC andNl RNEC arel NTEGER scalars that give the amountREAL (double precision ifGALAHAD_SI LS_doubl €)
and| NTEGER words required respectively for successful factorizatibowing data compression, provided the
same pivots are used.

NEBDU is anl NTEGER scalar that gives the total number of entries in the facibion.

NRLBDU andN RBDU arel NTEGER scalars that give the amount of real and integer words usgebctively to hold the
factorization.

NCMPBR andNCMPBI arel NTEGER scalars that hold the number of compresses of the real aedgeintiata structure
respectively required by the factorization.

NTWD is anl NTEGER scalar that holds the number of 2 by 2 pivots used during tttefization.
NE! G is anl NTEGER scalar that holds the number of negative eigenvalués of
RANK is anl NTEGER scalar that holds the rank of the original factorization.

DELAY is anl NTEGER scalar that holds the number of pivots passed up the treeibecd numerical pivoting consid-
erations.

SI GNC is anl NTEGER scalar that holds the number of sign changes of pivot vBi&S_CONTROLYPI VOTI NG is set to
3.
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MODSTEP is anl NTEGER scalar that holds the pivot step at which matrix modificatgdirst performed wheBl LS_CO-
NTROLYPI VOTI NG is set tod.

MAXCHANGE is aREAL (double precision itGALAHAD_SI LS_doubl e) scalar that is set to the value of the largest change
made to a pivot wheBl LS_Al NFOYWODSTEP is positive.
2.2.5 The derived data type for holding informational parameters from SI LS_SCLVE

The derived data typ®l LS_SI NFOis used to hold parameters that give information about thgness of thé&l LS_FA-
CTORI ZE subroutine. The components@fLS_S| NFOare:

FLAG is anl NTECGER scalar. The value of zero indicates that the subroutine egenmed successfully. For nonzero
values, see Section 2.4.3.

STAT is anl NTEGER scalar. In the case of the failure of an allocate or deal®stitement, it is set to tf8AT value.

2.2.6 The derived data type for holding factors of a matrix

The derived data typ8l LS_FACTORS is used to hold the factors and related data for a matrix. éthponents are
private.

2.3 Argument lists and calling sequences

We use square brackdts] to indicateOPTI ONAL arguments.

2.3.1 The initialization subroutine

The initialization subroutine must be called for each st used to hold the factors. It may also be called for a
structure used to control the subroutines. Each argumeptisnal. A call with no arguments has no effect.

CALL SILS.INI TIALI ZE( [FACTORS][, CONTROL] )

FACTCRS is optional, scalar, of NTENT( QUT) and of typeSI LS_FACTCRS. On exit, its allocatable array components
will have targets of length zero. Without such initializatj these components are undefined and other calls are
likely to fail.

CONTRQL is optional, scalar, of NTENT( OUT) and of typeSI LS_.CONTROL. On exit, its components will have been
given the default values specified in Section 2.2.2.

2.3.2 The sparsity pattern analysis subroutine

The sparsity pattern & may be analysed as follows:
CALL SILS_ANALYSE( MATRI X, FACTORS, CONTROL, AINFQ, PERM )

MATRI X is scalar, of NTENT(I N) and of typeSMI_TYPE. The user must set the componeNtsE, RON andCO., and
they are not altered by the subroutifestrictions: MATRI X% > 1 andMATRI X%NE > 0.

FACTORS is scalar, of NTENT( | NOUT) and of typeSI LS_FACTORS. It must have been initialized by a call$oLS_| NI -
TI ALI ZE or have been used for a previous calculation. In the lattee,che previous data will be lost but the
allocatable arrays will not be reallocated unless they anad to be too small.

CONTRQL is scalar, ofl NTENT(I N) and of typeSI LS_.CONTROL. Its components control the action, as explained in
Section 2.2.2.
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Al NFO is scalar, of NTENT( QUT) and of typeSI LS_Al NFO. Its components provide information about the execution,
as explained in Section 2.2.3.

PERM is an optional rank-one defadINTEGER array of| NTENT(I N) and length\. If present,PERM (i), i =1,...,n,
should be set to the position of varialble the pivotal sequence.

2.3.3 The numerical factorization subroutine

Once it has been analysed, the makirmay be factorized as follows:
CALL SILS_FACTORI ZE( MATRI X, FACTORS, CONTROL, FINFO )

MATRI X is scalar, off NTENT(I N) and of typeSMI_TYPE. The component andNE must be unaltered since the call
to SI LS ANALYSE. The user must set the compon&At to hold the real values of the entries. None of the
components are altered by the subroutine.

FACTCRS is scalar, of NTENT( | NOUT) and of typeSI LS_FACTORS. It must be unaltered since the callSio.S_ANALYSE
or a subsequent call & LS_FACTORI ZE.

CONTRQL is scalar, ofl NTENT(I N) and of typeSI LS_.CONTROL. Its components control the action, as explained in
Section 2.2.2.

FI NFO is scalar, of NTENT( OUT) and of typeSI LS_FI NFO. Its components provide information about the execution,
as explained in Section 2.2.4.

2.3.4 The solution subroutine

Given the factorization, a set of equations may be solvedlasifs:
CALL SILS_SOLVE( MATRI X, FACTORS, X, CONTROL, SINFQ, RHS] )

MATRI X is scalar, off NTENT(I N) and of typeSMI_TYPE. It must be unaltered since the call3bLS_FACTORI ZE and
is not altered by the subroutine.

FACTCRS is scalar, of NTENT( I N) and of typeSl LS_FACTORS. It must be unaltered since the callSbLS_FACTCRI ZE
and is not altered by the subroutine.

X is an assumed-shape array with 1 or 2 dimensionsNOENT( | NOUT) and of typeREAL (double precision irGA-
LAHAD_SI LS_doubl e). If RHS is absentX must be set by the user to the vedbasr the matrixB and on return it
holds the solutiorx or X. If RHS is presentX must be set by the user to an approximate solution and omretur
it holds an improved solution, obtained by one cycle of tigearefinement without any use of arithmetic with
additional precision.

CONTROL is scalar, ofl NTENT(I N) and of typeSI LS_.CONTROL. Its components control the action, as explained in
Section 2.2.2.

SI NFO is scalar, of NTENT( OUT) and of typeSI LS_SI NFO. Its components provide information about the execution,
as explained in Section 2.2.5.

RHS is an assumed-shape array of the same shakecgional, of intent(in), and of typREAL (double precision in
GALAHAD_SI LS_doubl e). If present, it must be set by the user to the vebtor the matrixB.
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2.3.5 The termination subroutine

All previously allocated arrays are reallocated to havgdts of length zero as follows:
CALL SILS_FINALI ZE( FACTORS, CONTROL, INFO)

FACTORS is scalar, of NTENT( | NOUT) and of typeSI LS_FACTORS. On exit, its allocatable array components will have
been reallocated to have targets of length zero. Without inalization, the storage occupied is unavailable for
other purposes. In particular, this is very wasteful if ttrecture goes out of scope on return from a procedure.

CONTRQL is scalar, ofl NTENT(I N) and of typeSI LS_.CONTROL. Its components control the action, as explained in
Section 2.2.2.

I NFO is scalar, of NTENT( OUT) and of typd NTEGER. On return, the valu@ indicates success. Any other value is the
STAT value of anALLOCATE or DEALLOCATE statement that has failed.

2.4 Warning and error messages

2.4.1 When analysing the sparsity pattern

A successful return fronsl LS_ANALYSE is indicated byAl NFO%FLAG having the value zero. A negative value is
associated with an error message which will be output onGINTROL%.P. Possible negative values are:

-1 Value of MATRI X9 out of range MATRI XN < 1. Al NFOYMORE is set to value oFATRI X9%\.
-2 Value of MATRI XY\E out of range MATRI X%NE < 0. Al NFO/VORE is set to value oMATRI XYN\E.
- 3 Failure of an allocate or deallocate statem@&hNFO/STAT is set to theSTAT value.

-9 The arrayPERMdoes not hold a permutatioAl NFOORE holds first component at which error was detected.

A positive flag value is associated with a warning messagehwhiill be output on unitAl NFOAP. Possible
positive values are:

1 Index (in MATRI X9R0Wor MATRI X%COL) out of range. Action taken by subroutine is to ignore any serdhies and
continue Al NFOOOR is set to the number of such entries. Details of the first tempanted on uniCONTROL%vP.

2 Duplicate indices. Action taken by subroutine is to keepdbplicates and then to sum corresponding reals when
SI LS_FACTORI ZE is called.Al NFOY®DUP is set to the number of faulty entries. Details of the firstaes printed
on unit CONTROL%VP.

3 Both out-of-range indices and duplicates exist.

2.4.2 When factorizing the matrix

A successful return fronSl LS_FACTORI ZE is indicated byFl NFO#LAG having the value zero. A negative value is
associated with an error message which will be output on@INTROL%.P. In this case, no factorization will have
been calculated. Possible negative values are:

-1 Value of MATRI XN differs from theSI LS_ANALYSE value.FlI NFOWORE holds value ofVATRI X%N\.

-2 Value of MATRI XY\E out of range MATRI X0\E < 0.
FI NFOAMORE holds value ofVATRI X9%\E.

- 3 Failure of an allocate or deallocate statem&hNFO/STAT is set to theSTAT value.
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-5 Zero pivot detecteddONTROLYP! VOTI NG has the valu@ or 3). FI NFOORE is set to the pivot step at which this
was detected.

-6 A change of sign of pivots has been detect@@dN{ROL%| VOTI NG has the valu@). FI NFOAVORE is set to the pivot
step at which this was detected.

-7 The real array that holds data for the factors needs to besbihgnCONTROL%VAXLA.
-8 The integer array that holds data for the factors needs taggebthanCONTROLIVAXLI W

A positive flag value is associated with a warning messagetwhill be output on uniCONTROL%VP. In this case,
a factorization will have been calculated.

4 Matrix is rank deficient. In this cas&] NFO/RANK will be set to the rank of the original factorization, but the
factorization is altered by changing all the zero pivots te.0 This will enable the subsequent solution of
consistent sets of equations.

5 Pivots have different signs wh&ONTROLYP! VOTI NG has the valu8. FI NFOYN\EI Gis set to the number of negative
eigenvalues. Details of the first ten are printed on GBNTROL%VP. FI NFOMORE is set to the number of sign
changes.

2.4.3 When solving a linear system

A successful return frorl LS_SOLVE is indicated byrl NFO%4-LAG having the value zero. A negative value is associated
with an error message which will be output on uUBGNTROL%.P. In this case, no solution will have been found.
Possible negative values are:

- 3 Failure of an allocate or deallocate statem&hNFOYSTAT is set to theSTAT value.

2.5 Further features

In this section, we describe features for enquiring abodtraanipulating the parts of the factorization constructed.
These features will not be needed by a user who wants simglglte systems of equations with matAx

The algorithm produces drDL T factorization of a permutation @&, whereL is a unit lower triangular matrix
andD is a block diagonal matrix with blocks of order 1 and 2. It iseenient to write this factorization in the form

A = (PLPT)(PDPT)(PLTPT),
whereP is a permutation matrix. The following subroutines are juted:
S| LS_ENQUI RE returnsP or D or both.

SI LS_ALTER D altersD. Note that this means that we no longer have a factorizafitimeogiven matrixA.

SI LS_PART_SQOLVE solves one of the systems of equati®hd®"x = b, PDPTx = b, orPLTPTx = b, for one or more
right-hand sides.

2.5.1 Toreturn P or D or both
CALL SILS_ENQUI RE( FACTORS[, PERM[, PIVOTS|[, D[, PERTURBATION )

FACTORS is scalar, of NTENT( | N) and of typeS| LS_FACTORS. It must be unaltered since the callSoLS_FACTORI ZE
or a subsequent call & LS_ALTER D.

All use is subject to licence. Sebttp://gal ahad. rl. ac. uk/ gal ahad- ww/ cou. htm .
For any commercial application, a separate license must begned.

GALAHAD SILS (May 8, 2013) 9



SILS GALAHAD

PERM is an optional rank-one defadINTEGER array ofl NTENT( QUT) and lengthN. If presentPERMwill be set to the
pivot permutation selected 8y LS_ANALYSE.

Pl VOTS is an optional rank-one defaulNTEGER array ofl NTENT( QUT) and lengthN. If present, the index of pivat
will be placed inPI VOTS (i),i = 1,...,n, with its sign negative if it is the index of a 2 x 2 block.

D is an optional rank-two defauREAL (double precision iftALAHAD_SI LS _doubl e) array ofl NTENT( OQUT) and shape
(2, N).If present, the diagonal entries Bf-* will be placed inD( 1, i ),i=1,...nand the off-diagonal
entries oD~ will be placed inD( 2, i ),i=1,...n—1.

PERTURBATI ON is an optional rank-one defalilEAL (double precision iltALAHAD_SI LS_doubl e) array ofl NTENT( QUT)
and length\. If presentPERTURBATI ON will be set to a vector of diagonal perturbations chose8illhys_FACTORI ZE.
This array can only be nonzeroSf LS_FACTORI ZE was last called witt©ONTROLYP! VOTI NG = 4.

2.5.2 ToalterD

CALL SILSALTER D( FACTCRS, D, INFO)

FACTORS is scalar, of NTENT( | NOUT) and of typeSI LS_FACTORS. It must be unaltered since the callSioLS_FACTOR-
| ZE or a subsequent call @ LS_ALTER.D.

D is an array of shape (&) of | NTENT(| NOUT) and of typeREAL (double precision ittALAHAD_SI LS _doubl €). The
diagonal entries oD~ will be altered toD( 1, i ), i=1,...nand the off-diagonal entries @ will be
alteredtdd 2, i ),i=1,...n—1.

I NFO is scalar, ofl NTENT( QUT) and of typel NTEGER. On return, the valu@ indicates success and the value O
indicates thab( 2, i) is nonzero, butis not part of a block of ordeof D.
2.5.3 To perform a partial solution

CALL SILS_PART_SOLVE( FACTORS, CONTRCL, PART, X, INFO)

FACTORS is scalar, of NTENT( I N) and of typeS| LS_FACTORS. It must be unaltered since the callSioLS_FACTORI ZE
or a subsequent call ® LS_ALTER D.

CONTRQL is scalar, ofl NTENT(I N) and of typeSI LS_.CONTROL. Its components control the action, as explained in
Section 2.2.2.

PART is scalar, of NTENT(I N) and of typeCHARACTER. It must have one of the values

L for solvingPLPTx =b orPLPTX =B,
D for solvingPDP'x = b or PDPTX = B, or
U for solvingPLTPTx =b or PLTPTX = B.
X is an assumed-shape array with 1 or 2 dimensions, of intent(j, and of typdREAL (double precision iftALAH

AD_SI LS_doubl e). It must be set by the user to the vedboor the matrixB and on return it holds the solution
or X.

I NFO is scalar, of NTENT( QUT) and of typd NTEGER. On return, the valu@ indicates success. Any other value is the
STAT value of anALLOCATE or DEALLCCATE statement that has failed.
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3 GENERAL INFORMATION

Use of common: None.

Workspace: Provided automatically by the module.

Other routines called directly: MA27A/ AD, MA27B/ BD, MA27C/ CD.
Other modules used directly: GALAHAD_SMT _si ngl e/ doubl e.

Input/output: Error, warning and diagnostic messages only. Error messagenitCONTROL%.P and warning and di-
agnostic messages on uBANTROLWWP andCONTROLAVP, respectively. These have default vaBjend printing
of these messages is suppressed if the relevant unit numbetrmegative. These messages are also suppressed
if SI LS_.CONTROL%.DI AGis less thari.

Restrictions: MATRI X% > 1, MATRI X%\E > 0.

Portability: 1SO Fortran 95 + TR 15581 or Fortran 2003. The package isdhsage.

4 METHOD

A version of sparse Gaussian elimination is used.

TheSI LS_ANALYSE entry chooses pivots from the diagonal using the minimunekegriterion employing a gener-
alized element model of the elimination thus avoiding thedh® store the filled-in pattern explicitly. The eliminatio
is represented as an assembly tree with the order of elimindétermined by a depth-first search of the tree.

The SI LS_FACTCORI ZE entry factorizes the matrix by using the assembly and ebltion ordering generated by
SI LS_ANALYSE. At each stage in the multifrontal approach, pivoting arehislation are performed on full submatrices
and, when diagonal £ 1 pivots would be numerically unstablex2 diagonal blocks are used. The operations on the
full submatrices are performed using the Lev@L3S. S| LS_FACTORI ZE can thus be used to factor indefinite systems
and will perform well on machines with caches or levels of rogyrhierarchy.

TheSI LS_SOLVE entry uses the factors froBi LS_FACTORI ZE to solve systems of equations either by loading the
appropriate parts of the vectors into an array of the cuffrent-size and using full matrix code employing the Level
2 and Level3 BLAS or by indirect addressing at each stage, whichever perfbatier.

Reference: A fuller account of this method is given by Duff and Reid (AEREL0533, 1982) and Duff and Reid,
ACM Trans. Math. Softwar® (1983), 302-325.

5 EXAMPLE OF USE

We illustrate the use of the package on the solution of thglsiset of equations

2 3 8
3 4 6 45
4 1 5 x=1 31

5 15

6 1 17

(Note that this example does not illustrate all the fae$i)i Then we may use the following code

PROGRAM MAI N
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For any commercial application, a separate license must begned.

GALAHAD SILS (May 8,2013) 11



SILS GALAHAD E=

USE GALAHAD SI LS DOUBLE
IMPLICI T NONE
| NTEGER, PARAMETER :: wp = KIND( 1.0D+0 )
TYPE(SMI_TYPE) MATRI X
TYPE(SI LS_CONTROL) CONTROL
TYPE(SI LS Al NFO Al NFO
TYPE(SI LS_FINFO FI NFO
TYPE(SILS_SINFO SINFO
TYPE( SI LS_FACTORS) FACTORS
REAL ( KIND = wp ), ALLOCATABLE, DIMENSION( : ) :: B, X
I NTEGER |, I NFO, N, NE
READ (5,*) N,NE ! Read matrix order and nunber of entries
MATRI XN = N
MATRI X90\E = NE
I Allocate arrays of appropriate sizes
ALLOCATE( MATRI X%/AL( NE), MATRI XYROW NE), MATRI XYCOL( NE) )
ALLOCATE(B(N), X(N)
I Read matrix and right-hand side

READ (5,*) (MATRI XYRON(1), MATRI X%COL( 1), MATRI XW/AL(1), 1 =1, NE)
READ (5,*) B
CALL SILS INITIALI ZE( FACTORS, CONTROL) ! Initialize the structures
CALL SILS ANALYSE(MATRI X, FACTORS, CONTROL, AINFO) ! Anal yse
| F( Al NFO#LAG<0) THEN

WRITE(6," (A 12)") &

" Failure of SILS ANALYSE with Al NFO®LAG, Al NFO®LAG

STOP
END | F
CALL SILS FACTORI ZE(MATRI X, FACTORS, CONTROL, FINFQ) ! Factori ze
| F( FI NFO#LAG<0) THEN

WRITE(6," (A 12)") &

" Failure of SILS FACTORIZE with FINFOFLAGS , FINFOFLAG

STOP
END | F
X = B! Solve wthout refinement
CALL SILS_SOLVE(MATRI X, FACTORS, X, CONTROL, SI NFO)
| F( SI NFO#LAG==0) WRI TE(6, ' (A, /,(3F20.16))") &

" Solution without refinement is’, X
CALL SILS SOLVE(MATRI X, FACTORS, X, CONTROL, SINFQ, B) ! Perform one refinenent
| F(SI NFO%FLAG==0) WRI TE(6, " (A, /, (3F20.16))") &

" Solution after one refinement is’, X

END PROGRAM MAI N

with the following data

WN N PO
W OlwWN P~
RO PRwWD
cocoocoo
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This produces the following output:

Sol ution without refinenent is

1. 0000000000000000 1.9999999999999998 3. 0000000000000000
4. 0000000000000008 5. 0000000000000017
Solution after one refinenent is

1. 0000000000000000 2. 0000000000000000 3. 0000000000000000
4, 0000000000000000 5.0000000000000000
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